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Analysis and Design of Watermarking Algorithms for
Improved Resistance to Compression

Chuhong Fei, Deepa Kundur, Senior Member, IEEE, and Raymond H. Kwong, Member, IEEE

Abstract—We study the performance of robust digital wa-
termarking approaches in the presence of lossy compression
by introducing practical analysis methodologies. Correlation
expressions between the embedded watermark and the extracted
watermark are derived to determine the optimal watermarking
domain to maximize data hiding rates for spread spectrum and
quantization watermarking. It is determined both theoretically
and through simulations that the embedding strategy, in addition
to the transform used for lossy compression, dictate the optimal
transform for watermarking. Through analytic comparisons, we
develop a novel hybrid watermarking algorithm that exploits the
best of both approaches for greater resilience to JPEG compres-
sion.

Index Terms—Data hiding, digital watermarking, hybrid water-
marking, JPEG compression, perceptual coding, quantization.

I. INTRODUCTION

D IGITAL watermarking technology is emerging as a
solution to a broad class of information communication

challenges such as self-healing data, broadcast monitoring, and
signal tagging. In these applications, compression is the most
common form of incidental distortion to limit the robustness of
watermarking. This paper deals with the performance analysis
and design of watermark embedding strategies robust to per-
ceptual coding. Perceptual coding is the lossy compression of
multimedia using human perceptual models. Both compression
and watermarking are based on the premise that minor modifi-
cations of the signal representation will not be noticeable in the
displayed content. For compression, these modifications are
imposed to reduce the number of bits required for storage. For
watermarking, the changes are used in detecting the watermark.
To successfully integrate perceptual coding with watermarking,
we must identify an appropriate compromise so that both
processes can simultaneously achieve their tasks.

In previous work, Wolfgang et al. [1] investigate the per-
formance of discrete cosine transform (DCT)- and discrete
wavelet transform (DWT)-based spread spectrum watermarking
techniques for color image compression algorithms using the
DCT and the DWT. They assert that matching the water-
mark and coding transforms improves performance. However,
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their simulation results are somewhat inconclusive and there
is no theoretical motivation for their hypothesis. Kundur and
Hatzinakos [2] argue both analytically and through the use of
simulation results that the use of the same transform for both
watermarking and compression results in suboptimal perfor-
mance for repetition-code-based quantization watermarking.
Ramkumar and Akansu [3], [4] use information theory to
compare the capacities of spread spectrum data hiding in the
presence of compression for different block transforms. They
conclude that transforms which have poor energy compaction
and are not suitable for compression, like the Hadamard and
Hartley transforms, are preferable choices for higher capacity
requirements. These inconsistencies in the literature raise the
following questions that we address in this work. What is the
best embedding transform for robustness against lossy com-
pression? For such a scenario, is spread spectrum or quanti-
zation-based embedding superior?

We answer these questions through the following contribu-
tions.

• We introduce a methodology to analytically determine the
relative performance of a watermark embedding domain
in the presence of block-based lossy compression. Spread
spectrum [5]–[9] and quantization-based [10]–[12] em-
bedding approaches are both considered.

• By characterizing the strengths of these approaches, we
design a novel hybrid watermarking algorithm that ex-
ploits the best of both digital watermarking techniques.

• We verify our theoretical observations through software
implementation, testing, and comparisons of the spread
spectrum, quantization-based, and hybrid watermarking
schemes.

This work can also be considered an extension of some ex-
isting research [10], [13]–[17]. In [13], [14], Eggers and Girod
provide a detailed analysis of quantization effects on spread
spectrum watermarking schemes in the DCT domain. In this
paper, we build upon these results for application to general wa-
termarking transforms. In particular, our work on spread spec-
trum watermarking analysis can be regarded as an expansion of
their work where we use a parallel array of 64 quantizers with
coupled signal inputs.

Similarly, our work on developing a hybrid method of
watermarking can be viewed as a formalization of the ideas
first presented by Wu and Yu [10], [15] on combining two
different watermark embedding strategies for embedding in-
formation in the 8 8 block DCT coefficients of host video.
Quantization watermarking [10] is used for embedding in the
“low frequencies,” and spread spectrum watermerking in the
“high frequencies.” Part of the work in this paper is considered
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Fig. 1. Proposed joint watermarking and compression scenario. Watermark embedding and compression occur in the T and T domains, respectively.

an extension of [15] for which we analytically derive a way
to partition the coefficients for different embedding strategies
to maximize robustness.

Overall, the ideas presented in this paper is also an extension
of previous work by the authors in [16], [17]. A more accurate
model to incorporate quantization from compression for spread
spectrum watermarking is employed. A covariance model for
the host image is no longer assumed and a generalized Gaussian
structure for the host image coefficients is used. Furthermore,
we extend our quantization-based watermarking analysis to en-
compass more robust schemes recently developed by [18], [19].

The next section formulates the specific problem we consider
highlighting the models and approaches we employ. Section III
introduces spread spectrum watermarking and analyzes its be-
havior to JPEG compression. Section IV similarly focuses on
quantization-based watermarking. We present our hybrid wa-
termarking algorithm in Section V, followed by final remarks in
Section VI.

II. PROBLEM FORMULATION

A. Watermarking in the Presence of Compression

A block diagram of watermarking in the presence of lossy
compression is shown in Fig. 1. The embedding process occurs
in a watermark domain through application of an orthonormal
transformation on the original host image to produce
coefficients in which to embed the watermark. Taking the
inverse transform of the marked coefficients produces
the watermarked image that is perceptually identical to .
Lossy compression, possibly applied by a third party, occurs
after embedding in our applications of interest, and is modeled as
quantization of signal coefficients in a specified compression
domain; the associated orthogonal compression transform is
denoted and the compressed watermarked image by .
At the receiver, the hidden message is extracted from the
“corrupted” watermarked image in the watermark domain.
Our study focuses on blind watermarking where the original
host image is not available at the watermark receiver. Our
scenario models applications in which compression is applied
after and separate from watermark embedding which may often
occur in broadcast applications among others.

Given the scenario of Fig. 1, our goal, in part, is to deter-
mine a good for a given for spread spectrum and quan-
tization watermarking. The most commonly used transforms in
image processing include the DCT, DWT, Hadamard transform,
discrete Fourier transform (DFT), Karhunen Loeve transform
(KLT), and slant transform. The results in this paper rank these
popular transformations for their effectiveness in practical ro-
bust watermarking in the presence of compression. We can fix

to be the 8 8 block DCT transform, to apply our results

to JPEG compression. It should be emphasized that we are not
interested in solving an optimization problem to determine the
best for a given . Instead, we believe it is more useful to
rank commonly used transforms as a function of compression
level to give guidance on how to choose an appropriate water-
marking approach from the existing body of literature.

B. Watermark Embedding and Detection

For compatibility with compression, we assume a block-
based structure for watermarking. That is, if nonoverlapping 8
8 blocks are transformed using and quantized for block-based
compression, then these same 8 8 blocks are independently
processed for watermarking in a possibly different domain .
Thus, our coding and watermark blocks are synchronized. By
imposing this restriction, we can directly related our results to
the effects of varying the watermark and compression domains.
The issue of desynchronization of the blocks on the watermark
detection is investigated through simulations in Section V-D.

Therefore, for watermark processing, the host watermark im-
ages are naturally partitioned into 8 8 blocks which are num-
bered in column scan order using an argument block index .
The image coefficients within a given 8 8 block are repre-
sented with a subscript (or ) also numbered in column scan
order. A superscript of or is used to denote the signal coef-
ficients in the watermark or compression domains, respectively.
For example, is the th host image coefficient in the th
block of the watermark domain, and is the th water-
marked image coefficient of the th block of the compression
domain.

In this work, we take, in part, a data communications perspec-
tive to the watermarking problem in which watermark embed-
ding is analogous to channel coding and modulation, detection
to a communication receiver and the effective communication
channel that we call the watermark channel is characterized by
the host image and compression process. Within this framework,
we introduce the notion of subchannels. Specifically, in the wa-
termark domain, the th coefficient of an 8 8 image block is
considered to belong to the th subchannel of the overall water-
mark channel for where . If there
are a total of 8 8 blocks in an image for watermarking,
then each block “carries” one symbol for each subchannel . In
an entire image with 8 8 blocks we can embed an -length
symbol-block for each subchannel. For an image such as Lena
of size 512 512, there are a total of . Thus,
we can embed a watermark sequence of length 4096 for each
subchannel.

The presence of a watermark in the received image is de-
tected by a correlation detector. A practically useful detection
measure used for spread spectrum watermarking is the correla-
tion coefficient [20]. Let be the water-
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mark and be the extracted watermark
in subchannel . The correlation coefficient for each subchannel

is given by

(1)

where is the variance (i.e., energy) of the watermark and
is the sample variance of the extracted

watermark in subchannel .
To detect the presence of watermark in an image containing

64 subchannels, the average correlation coefficient over all sub-
channels is computed

(2)

Then the presence of watermark is detected by comparing the
average correlation coefficient with a pre-defined threshold .
The watermark is considered to be present if the average corre-
lation coefficient is greater than the threshold .

C. Figures of Merit

We use the following figures of merit to measure the appro-
priateness of the different transforms for robust watermarking.
The first measure is the expected average correlation coefficient

. We assume the watermark sequence ,
and the extracted watermark sequence ,
are zero mean independent and identically distributed sources
drawn from random variables and , respectively. We also
assume the extracted watermark sequence is ergodic. For suffi-
ciently large block number , the sample variance of the ex-
tracted watermark in (1) approaches the
variance of by the law of large numbers. Thus, the expected
average correlation coefficient is approximated as follows:

(3)

(4)

In an ideal case in which the lengths of the watermarks and
host image coefficients go to infinite, the correlation coeffi-
cient approaches its expectation by the law of large numbers.
Hence, the expectation value of the average correlation coeffi-
cient measures the performance of the spread spectrum water-
marking scheme with infinite length watermarks.

The second practical measure, for finite length watermarks,
is the watermark detection error probability defined as the prob-
ability that the correlation detector fails to detect a watermark
that is indeed present, that is

(5)

For sufficiently large block number , by the central limit
theorem, each correlation coefficient in subchannel is mod-

eled by a Gaussian random variable with expectation given in
(4) and variance approximated by

(6)

Then the average correlation coefficient is modeled by a
Gaussian variable with expectation given in (3) and variance
as follows:

(7)

A watermark detection error occurs when the measured av-
erage correlation coefficient is less than a pre-defined threshold

. Thus, the watermark detection error probability is estimated
by

(8)

where the error function .
There are primarily two types of error probability associated

with a watermarking system [20]. One is the false negative error
probability, which is the probability that the detector fails to de-
tect the presence of a watermark, as given in (5). The other dual
is the false positive probability, which is the probability of de-
tecting the watermark when it is not there. When a watermark
is not embedded in an image, the extracted watermark from the
image is independent of the watermark, thus the correlation co-
efficient between the watermark and the extracted watermark is
zero mean with variance approximated by [20]. Thus, the
choice of watermark transform domain does not affect the false
positive probability and we, therefore, only focus on the false
negative error probability defined in (5) in our paper.

III. SPREAD-SPECTRUM WATERMARKING

In this section, we discuss our model for spread spectrum
watermarking. Spread spectrum watermarking schemes borrow
ideas from spread spectrum communications. In spread spec-
trum communications, a narrowband signal is transmitted
over a much larger bandwidth such that the signal energy
present in any single frequency is imperceptible. Similarly,
in spread spectrum watermarking schemes, a watermark is
spread over many samples of the host signal by adding a low
energy pseudo-randomly generated white noise sequence. This
specific pseudonoise sequence is detected by correlating the
original watermark sequence with the watermarked signal itself
for blind watermarking where the host image is not available
for extraction.

Let (where is the transposition
operator) be the set of image coefficients in a single block in
the watermark domain. The watermark consists of a randomly
generated sequence of numbers, with
a given statistical distribution. The spread spectrum watermark
is embedded into the coefficients to produce the marked co-
efficients as follows:

(9)
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for , where is the th watermarked coeffi-
cient, and the energy of is small enough to preserve the per-
ceptual fidelity of the image. In the case of blind watermark de-
tection, the watermark is detected within the signal through
correlation of with the compressed and marked watermark
domain coefficients of . It is well known that the associated
watermark channel has two sources of noise: 1) the interference
from the original host image [denoted by in (9)] and 2) the
attack disturbance from the compression process [3], [4], as de-
scribed in the following sections.

A. Quantization Effects on Watermarks

Eggers and Girod [14] have analyzed the quantization effects
on additive watermarking schemes. A key factor for their anal-
ysis is the computation of statistical dependencies between the
quantized watermarked signal and the watermark itself, which
is derived by extending the theory of dithered quantizers. Their
analysis on the quantization effects on additive watermarking
provides a basic tool for our further investigation of spread spec-
trum watermarking in the presence of compression.

A model of a quantizer applied on the sum of two independent
signals is shown in Fig. 2. The scalar quantization is precisely
described as follows:

(10)

where is a signal such as the watermark and is noise such as
from the host image component. The variable is the quantized
signal. The function denotes rounding to the nearest
integer, and represents the quantization operation with step
size . The quantization error is defined as

(11)

We assume that and are independent and they are zero
mean random variables with respective probability density func-
tions and . Our objective is to find the expectation
of the correlation coefficient between the quantized signal and
the signal itself. From (4), this is equivalent to finding the fol-
lowing statistics and signal dependency

(12)

(13)

In [14], Eggers and Girod extended the theory of dithered
quantizers and obtain elegant expressions for calculating

, , and based the characteristic functions
of random variables and . The computation of the above
statistical dependencies is summarized in the following. For a
detailed analysis, please refer to [14] or to the Appendix in [20].

(14)

(15)

(16)

Fig. 2. Scalar quantizer with step � applied on the sum of two independent
signals.

where and are the standard deviation of random variables
and , respectively; and are normalized

parameters; and are normalized random
variables of and ; and are the characteristic
functions of random variables and , respectively. We recall
the definition of the characteristic function of a random variable

as ; is the
th derivative of the characteristic function, which is the integral

.

B. Watermark Correlation of Spread Spectrum Watermarking
in the Presence of Compression

In this section, we incorporate the model discussed in Section
III-A into our analysis framework and derive the watermark cor-
relation coefficients as a function of and .

Fig. 3 shows an alternative representation of Fig. 1 where
and are both orthogonal transformation matrices. Spread

spectrum embedding in the watermark domain is equivalent
to an addition in the compression domain because the
transformations and are linear. We consider vector
representations for the signals where a 64 dimensional column
vector is acquired from an 8 8 image block by a columnwise
scanning. We let , be a host
image block in the pixel domain, be
the host image block coefficients in the compression domain,

be the watermark signal in the
watermark domain, and be the quantized
watermarked signal in the compression domain. The quantized
watermarked signal is transformed into the watermark
domain for extraction. The extracted watermark is the
quantized watermarked image coefficient in the watermark
domain itself in blind watermarking where the original host
image is not available.

From Fig. 3, we see that the watermark signal and the host
image signal in the compression domain are

(17)

(18)

and the extracted watermark from blind extraction is

(19)

In block-based lossy compression, quantization is applied on
each coefficient of the image block to a different degree based on
a given quantization table denoted by . Fig. 4
shows the overall coupled parallel channel model from the em-
bedded watermark to the extracted watermark . The sub-
channels, as previously defined, correspond to the different co-
efficients of the 8 8 image block in the watermark domain.
The coupled relationship between the different subchannels is
evident in the figure by the presence of the matrix
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Fig. 3. Equivalent representation of the overall spread spectrum watermarking and compression processes.

Fig. 4. Equivalent parallel additive spread spectrum watermark channel model for blind extraction.

that transforms information from the watermark domain to the
compression domain where the quantization takes place after
watermark embedding.

For the remainder of the paper we let . Since
, are orthogonal matrices, is also orthogonal,

so that . Thus, for each channel , from (19) the
extracted watermark signal is given by the following:

(20)

The expectation of the correlation and the variance
of the extracted watermark required in (4) can be ob-
tained by

(21)

(22)

The equality of (22) holds provided that ,
are independent of each other. In the DCT domain, the DCT co-
efficients , are almost uncorrelated, so the
quantized watermarked DCT coefficients are also almost un-
correlated. Thus, in practice, (22) is approximately true. The de-
pendence between , for the subchannels af-
fects the watermark correlation. Thus, we give the correlation
results for two extreme cases of dependence for the subchannel
inputs : (Case 1) independent watermark inputs and (Case 2)
fully dependent watermark inputs. Other cases result in perfor-
mance between these two bounds.

1) (CASE 1) Independent Watermark Inputs: Spread
Sequence: We now determine an analytic expression for
correlation for the case in which and for are
independent. This corresponds to the situation in which one
long white spread spectrum watermark sequence is embedded
into the image. In this situation, the watermark signals ,

from other subchannels other than subchannel are
regarded as noise to the watermark signal .

To compute the signal correlations and
in (21) and (22). We rewrite the th quantization

process in the compression domain

(23)

Therefore, is regarded as noise to signal
, so and in (21) and (22) are ob-

tained using (12) and (13) in Section III-A with and
. and can hence be

computed.
2) (CASE 2) Fully Dependent Watermark Inputs: Watermark

Repetition: Suppose are fully dependent,
namely for all , where is a given realization
from a specific distribution and is a scaling parameter that
determines the amplitude of watermark signal in channel .
This corresponds to the situation in which the watermark is
repeated throughout the signal which is a common strategy to
improve robustness known as “diversity” [21].

Theoretically, we can exploit the full correlation and treat the
watermark components from other channels , for all ,
as equivalent to the input signal . The only noise contribution
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is from . Therefore, we rewrite the th quantization process
in the compression domain

(24)

Let and , then and
can be obtained using (12) and (13) in Section III-A.

Since ,
and in (21) and (22) can be computed.

C. Investigative Results

To apply our analytic results for the case of JPEG compres-
sion, we let correspond to the 8 8 block DCT transform.
We consider the following watermark transform domains:
(1) pixel, i.e., the identity transform; (2) KLT; (3) DCT; (4)
Hadamard transform; (5) DWT, in particular, Daubechies
wavelet;1 (6) slant transform. Given a JPEG compression
quality level, the associated quantization table is fixed and
known, so the expected average correlation coefficient of
each candidate transform is calculated using (3), (4), (21),
(22), and (23) or (24) for Cases 1 or 2, respectively.

For the simulations, a white Gaussian watermark sequence is
added into the test images. For comparison, we assume that the
watermark energy in all channels is equal to a constant, i.e., for
all , . And in the test we choose
for which the resulting peak-signal-to-noise ratio (PSNR) due
to watermark embedding is 41.6915. The embedding distortion
is small enough to guarantee imperceptibility of the watermark
in our test cases. Please note that although we consider equal
energy in all channels in our simulations, our models and calcu-
lations are still applicable for more sophisticated allocations of
the watermark energy.

The model by Eggers and Girod in [14] shows that the proba-
bility density function (pdf) of the host data to be watermarked
has a significant influence on the correlation values between
the watermark and the quantized coefficient of spread spec-
trum watermarking. Their simulation shows that the generalized
Gaussian model for DCT coefficients agrees closely with the
experimental results. Thus, in order to estimate accurate theo-
retical results, we also adopt the generalized Gaussian distribu-
tion model for DCT coefficients of an image and the parame-
ters of the generalized Gaussian distribution are estimated from
sample data using method described in [22]. In (14)–(16), the
characteristic function of the host signal needs to be known;
however, there exists no closed-form expression for the general-
ized Gaussian distribution. Hence, as in [14], the samples of the
characteristic function of the generalized Gaussian distribution
are also computed numerically in our simulations.

1In our experiments, we use Daubechies 4-pt wavelet filter in the first resolu-
tion and 2-pt wavelet filter in the second resolution.

Fig. 5. Two test images for simulation. (a) Test image Lena. (b) Test image
Mandrill.

Two real-life images are selected to assess our theoretical cor-
relation coefficient computation. One is the classic image Lena,
the other is Mandrill as shown in Fig. 5. Both cases of fully de-
pendent and independent watermark sequences are tested.

1) Simulation Results Using Expected Average Correlation
Coefficient Measure: The expected average correlation coeffi-
cient of (3) is computed to rank watermark transform domains.
To evaluate how well our watermark domain ranking system
based on correlation coefficient works, the average sample
correlation coefficient computed by (2) and (1) is also measured
from the sample images to test the relative performance of
spread spectrum watermarking for different in the face of
JPEG compression.

Fig. 6(a) and 6(b) show the theoretical and experimental
correlation coefficient results, respectively, of six different wa-
termark transforms using the image Lena for Case 1 in which the
watermark inputs in different subchannels are fully independent.
Our theoretical prediction agrees closely with the experimental
results. From both our theoretical prediction and the experi-
mental results, we see that the KLT and DCT are superior to the
other transforms. The slant performs better than the Hadamard
and wavelet transforms, and the pixel domain has the worst per-
formance. The ranking of these transforms is evident when the
JPEG quality factor is greater than 75. However, when the quality
factor becomes low, corresponding to a high compression case,
the performance of these transforms is very close. The theoretical
and experimental results using the image Mandrill for Case 1 are
shown in Fig. 6(c) and 6(d), respectively. Similar ranking of these
transforms is observed using this test image as well.

The theoretical prediction and experimental results for Case 2,
in which the watermark inputs are fully dependent in the different
subchannels, are shown in Fig. 7(a) and 7(b) for the test image
Lena and Fig. 7(c) and 7(d) for the test image Mandrill. Our the-
oretical prediction again agrees closely with the experimental re-
sults. Both theoretical prediction and experimental results show
that when JPEG compression occurs for a quality factor less than
92 as common in many applications, the Hadamard transform
is much superior to the others. The wavelet transform is a little
better than the KLT and DCT. The KLT and DCT is slightly better
than the slant. An interesting thing is that the performance of
the pixel domain is constant overall, so that its performance ex-
ceeds that of the wavelet, KLT, DCT, and slant transforms for
very low-quality factors of compression.
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Fig. 6. Average correlation coefficient values for different spread spectrum watermarking transforms using the test images Lena and Mandrill for Case 1 (fully
independent watermarks). (a) Theoretical predictionEf~�g. (b) Measured average correlation coefficient ~�. (c) Theoretical predictionEf~�g. (d) Measured average
correlation coefficient ~�.

2) Simulation Results Using Watermark Detection Error
Probability Measure: The second practical measure, the
watermark detection error probability is also estimated to
rank these transform domains. The watermark detection error
probability is estimated using (6), (7) and (8) which involve

, the variance of the correlation between the em-
bedded watermark and the extracted watermark in subchannel
. Similar to the computation of in Section III-B,

the variance can be also computed based on the
dithered quantizer model by Eggers and Girod in Section III-A.
However some high-order statistics and signal dependencies
are required for the variance computation; thus, we do not
include the detailed variance analysis in the paper. For detailed
analysis, please refer to [14].

In the simulations, we choose the number of image blocks
for watermarking for better error probability illustra-
tion. The pre-defined threshold is set to be . When the
watermark is not present in a host image, the expected average
correlation coefficient is zero due to independence between wa-

termark signal and the host image, and when the watermark is
present, the expected average correlation coefficient is .
Thus, it is natural to choose to be a threshold of de-
tecting whether the watermark is present or not in a host image.
In our simulations, the choice of the threshold only affects the
values of error probability. It does not change the rankings of
these transforms.

Again, to evaluate our theoretical watermark detection error
probability, the expectation and variance of the correlation co-
efficient in subchannels are measured from the real test images.
The watermark detection error rate is then estimated from the
sample expectation and variance. The theoretical detection error
probability and the estimated detection error rate from the real
sample image for Case 1 (fully independent watermarks) are
shown in Fig. 8(a) and 8(b) for the test image Lena and Fig. 8(c)
and 8(d) for Mandrill. We see that KLT and DCT have smallest
detection error probability. The slant is better than Hadamard
and wavelet transform, and the pixel domain is the worst again.
The observation is consistent with the conclusion from the sim-
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Fig. 7. Average correlation coefficient values for different spread spectrum watermarking transforms using the test images Lena and Mandrill Case 2 (fully
dependent watermarks). (a) Theoretical prediction Ef~�g. (b) Measured average correlation coefficient ~�. (c) Theoretical prediction Ef~�g. (d) Measured average
correlation coefficient ~�.

ulation results using the expected average correlation coefficient
measure.

The theoretical prediction and experimental detection error
probability results for Case 2 are shown in Fig. 9(a) and 9(b)
using the test image Lena and in Fig. 9(c) and 9(d) using Man-
drill, respectively. We see from both theoretical prediction and
experimental results that when JPEG compression occurs for
quality factors less than 92, the Hadamard transform has the
smallest error probability, and is much superior to the others.
The wavelet, KLT, DCT, and slant are close in behavior. Again
the performance of the pixel domain stays constant, and is in-
ferior to the wavelet, KLT, DCT, and slant transforms in high-
quality factors but is superior in low-quality factors less than 60.

From these simulations, we see that our watermark detection
error probability measure is consistent to the expected average
correlation coefficient measure. Our theoretical predication
also agrees closely with the simulation results. This reflects
the accuracy of the dithered quantization model by Eggers

and Girod and our satisfactory computation of a parallel array
of quantizers with coupled watermark inputs. Based on the
consistency of these results we believe that our measures and
methodology to rank the performance of different watermarking
transforms is sound. In the next section, we consider the
case of quantization-based watermarking and similarly deduce
the ranking of different watermarking transforms in the face of
JPEG compression.

IV. QUANTIZATION-BASED WATERMARKING

In our second class of approaches, the watermark, often a bi-
nary sequence, is embedded by substituting a host signal com-
ponent with a quantized value. This class of schemes is charac-
teristic for being free of host signal interference [10], [12], [18],
[23]. The purely quantize-replace embedding strategy is gen-
erally not very robust, thus, many more effective variations of
quantization-based watermarking have been proposed. Among
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Fig. 8. Watermark detection error probability values for different spread spectrum watermarking transforms using the test images Lena and Mandrill for Case 1
(fully independent watermarks). (a) Theoretical error probability prediction. (b) Error rate estimated from test image. (c) Theoretical error probability prediction.
(d) Error rate estimated from test image.

them, Eggers and Girod [19] proposed a suboptimal, but prac-
tical technique, called the Scalar Costa scheme (SCS), based
on Costa’s idea of achieving the channel capacity of commu-
nications with side information available to the encoder [24].
Chen and Wornell [18], [23] proposed new classes of embedding
methods called quantization index modulation (QIM) and dis-
tortion-compensated QIM (DC-QIM). DC-QIM scheme is sim-
ilar to the SCS, but is formulated in a different way.

We focus on the following basic method in order to evaluate
the advantages that a quantization-based embedding strategy
provides. The quantization-based embedding strategy we are
going to evaluate is essentially a binary SCS described by Eg-
gers and Girod or a distortion-compensated dithered modulation
described by Chen and Wornell.

Let be the set of image coefficients
in a single block in the watermark domain. The watermark for
quantization-based watermarking consists of a randomly gener-

ated binary sequence, . First, we define
a dithered quantizer as follows:

(25)

where is a positive real number called the quantization pa-
rameter for watermarking, denotes
the standard quantization operation with step size ,
is the dither value corresponding the watermark bit and we
choose a symmetric dither value pair and

. The following assignment rule is used to embed the
watermark bit into the host image coefficient to produce
the watermarked coefficient , all in the watermark domain:

(26)

where

(27)
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Fig. 9. Watermark detection error probability values for different spread spectrum watermarking transforms using the test images Lena and Mandrill for Case 2
(fully dependent watermarks). (a) Theoretical error probability prediction. (b) Error rate estimated from test image. (c) Theoretical error probability prediction.
(d) Error rate estimated from test image.

is the quantization error due to watermark embedding. In the wa-
termark embedding rule of (26), a fraction of quantization
error is added back to the quantization value in order to compen-
sate for embedding distortion. The parameter is a scalar factor

which determines the tradeoff between embedding
distortion and robustness; and in most cases .

The watermark bit is extracted blindly by the following func-
tion:

(28)

where is the “corrupted” watermarked image coefficient,
denotes integer rounding, and represents

the modulo 2 operation. When , the embedded water-
mark bit can be extracted correctly from the watermarked
image coefficient . Thus, watermark extraction for quantiza-
tion-based watermarking is perfect in contrast to blind spread

spectrum watermarking in which the host signal provides a
source of distortion even when no attack is applied to the
watermarked signal. In the next section, we model the effects of
compression and apply the results to our correlation analysis.

A. Quantization Noise

The effect of compression is analogous to watermarking and
is also achieved by quantizing the signal coefficients, but in the
compression domain. Specifically, the marked signal is trans-
formed with and the individual coefficients are each passed
through the following uniform scalar quantizer with step size

; the step size in general varies for each coefficient:

(29)

where is a watermarked image coefficient in the domain,
is the quantized result, and denotes rounding to the

nearest integer.
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Fig. 10. Quantization-based watermarking and compression processes.

The general quantization process can be treated as an additive
model for purposes of tractable correlation analysis. We define
the notion of “quantization error” denoted by and employ the
following additive model:

(30)

where the quantization error is de-
fined as the difference between the quantized and original signal
coefficient. Suppose the probability density function (pdf) of
is , the pdf of the quantization error is given by [14]

(31)

where
if
if

. The quantization noise of

(31) characterizes our watermark communication channel for
which we determine the watermark correlation in the next sec-
tion.

B. Watermark Correlation of Quantization-Based
Watermarking in the Presence of Compression

Using the same methodology as Section III-B, we begin by
employing a model for the effective watermark channel char-
acterized by the 8 8 block-based lossy compression process
in the domain. Once again, we assume that watermarking
also occurs in a synchronized 8 8 block-based domain,
deal with a 64 dimensional column vector generated by colum-
nwise scanning of 8 8 block in our analysis, and make use
of the notion of subchannels for each coefficient as defined in
Section II-B. In quantization-based watermarking, a binary wa-
termark sequence is embedded. Thus, unlike spread spectrum
watermarking, we model quantization-based embedding and ex-
traction as a binary symmetric channel (BSC).

Fig. 10 presents our equivalent watermark channel model for
quantization-based watermarking in the presence of lossy com-
pression where we let . This model has two
distinct differences from that of Section III-B for spread spec-
trum watermarking. The first is that there is no host signal in-
terference. The second is the additive noise model for quantiza-
tion due to compression in the compression domain. The vector

is a host image coefficient block,
and is the binary watermark sequence.
Watermark embedding occurs in the domain; each water-
mark bit is embedded in the corresponding image coefficient

using the embedding algorithm of (26) with step size
that yields the resulting watermarked coefficient .

A transformation must be made to the domain (shown in
Fig. 10 through the coupling of the subchannels between the
three different stages) to employ our additive quantization noise
model. The extracted watermark bit is obtained from the
“corrupted” watermarked image coefficient in watermark
domain using the extraction process of (28) with the same pa-
rameter .

Let be the coefficients of the water-
marked image in the compression domain. We see that

. If we let . Then, we have

(32)

Let the quantization noise vector in a coefficient block be
, and the resulting quantized signal co-

efficient vector be , then

(33)

By applying to transform back from the compression
domain to watermark domain, the “corrupted” watermarked co-
efficients are obtained as follows:

(34)

That is, the total distortion on watermarked signal is a linear
combination of quantization noises due to compression in the
DCT domain

(35)

Applying the extraction algorithm of (28) on , the water-
mark is estimated. The standard quan-
tization operation guarantees that ,
where is an integer, and is the quantization parameter for
watermarking in channel . Therefore, we deduce the relation
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in (36), found at the bottom of the page, between the original
watermark and the extracted watermark for subchannel
. The crossover bit error probability in channel is given by

(37) and (38), also shown at bottom of page. Since the quanti-
zation error pdf is symmetric and centered at the origin, and the
dither values and , the above
two bit-error probabilities are equal and denoted by a single
crossover bit error probability as follows:

(39)

From the above expression of bit-error probability, we see that
two types of noises that cause watermark extraction error: one is

, the self noise due to embedding quantization; the

other noise is due to compression quantization in
DCT domain.

Due to the discrete nature of the information to be communi-
cated a discrete communication channel model is appropriate.
Transmission of one watermark bit through the th discrete sub-
channel can be modeled as a BSC [25] with crossover error
probability . We consider each bit of the embedded water-
mark for , to pass through a BSC with bit
error probability to produce the corresponding extracted wa-
termark bit . The entire process can be modeled as a system
of BSCs, as shown in Fig. 11.

We consider the case that the binary watermark sequence
, in different subchannels are independent.

Because the DCT coefficients of a host image are almost
uncorrelated, the corresponding quantization noise elements,

can be assumed to be independent of each other
also. Although it is not strictly correct because of the correlation
of the compression quantization noise with the

(36)

(37)

(38)
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Fig. 11. Parallel BSCs used to model quantization-based embedding in the
presence of compression.

self noise , we assume that these types of noises
are also independent. This is a good approximation because
generally the embedding quantization is much finer than the
compression quantization and in most cases, the parameter

, so the scaling factor on the embedding noise
is small.

The pdf of the quantization noise, , is computed ac-
cording to (31) with parameter representing the quan-
tization step. The pdf of the self noise is also
computed likewise. Hence, the crossover bit-error probability
in channel , , is given by

(40)

where denotes the self noise .
is the expectation operator with respect to random variables

.
Since the binary distribution takes values on {0, 1}, which is

not a zero-mean distribution, it is easy to compute the expec-
tation and variance of correlation coefficient between the em-
bedded watermark sequence and the extracted watermark se-
quence in subchannel by mapping binary distribution to anti-
polar distribution on { 1, 1}. Thus, the expectation and vari-
ance of correlation coefficient in (4) and (6) is given by

(41)

(42)

where is the number of image blocks for watermarking.

C. Simulation Results

To verify our theoretical observations, we rank the same
transforms discussed in Section III-C using theoretical and
experimental average correlation coefficient measure and
watermark detection error probability measure. Results for
both test images Lena and Mandrill are presented. For con-
sistency, we assume that the quantization parameters of

the embedding process in different channels are all equal to a
constant , i.e. for all , . We set the parameter

, and experimentally choose . The resulting
PSNR due to watermark embedding is 41.7, so the embedding
distortion is small enough to guarantee imperceptibility of the
watermark embedding. The same number of image blocks for
watermarking and pre-defined threshold are chosen as in
the spread spectrum watermarking simulations.

Again experimental results of average correlation coefficient
and watermark detection error rate are also estimated by mea-
suring the crossover bit error probability from the real test
images. Figs. 12 and 13 show the comparison between our the-
oretical prediction and the simulation results for the test images
Lena and Mandrill, respectively. Overall, our theoretical results
nearly follow the experimental results.

Both theoretical results in Fig. 12(a) for Lena and Fig. 12(c)
for Mandrill and simulation results in Fig. 12(b) for Lena and
Fig. 12(d) for Mandrill demonstrate that in high-quality factors
greater than 90, the DWT is better than the slant and Hadamard,
and the DCT and the KLT are the worst. The pixel domain is
not bad in very high-quality factors, however deteriorates to be
the worst transform in low-quality factors. Thus, unlike spread
spectrum watermarking, these transforms have different behav-
iors in quantization-based watermarking schemes. We also see
that for all transforms, the expected average correlation coef-
ficient decreases sharply as the JPEG quality factor decreases.
Hence, in low-quality factor ranges, the performance curves of
these transforms are so close that it is hard to tell the difference.
Although the quantization-based algorithm can extract the orig-
inal watermark perfectly when the watermarked image experi-
ences no distortions in transmission, the watermark information
is severely destroyed for high degrees of compression. Thus,
the quantization-based method is not very robust to JPEG com-
pression which also confirms why it often applies to fragile wa-
termarking schemes [26]. Therefore, the performance improve-
ment by choosing an appropriate transform is not significant as
a result of the sharp deterioration of performance.

V. HYBRID WATERMARKING

A. Motivation

From our analysis, it is clear that spread spectrum and quan-
tization-based watermarking schemes have different character-
istics of robustness to JPEG compression. spread spectrum wa-
termarking is more robust to higher levels of JPEG compres-
sion while quantization watermarking does not experience host
signal interference which dominates for low compression ratios.

Most block-based compression algorithms involve varying
degrees of quantization for different coefficients of the 8 8
block. This motivates the idea of adopting different embedding
methods for different coefficients of the host signal to increase
the robustness of the data embedding scheme. We propose a hy-
brid watermarking algorithm that exploits the best of both wa-
termarking methods. For compatibility with JPEG, we consider
8 8 blocks for the remainder of the work and predict, by em-
ploying our analysis, the better embedding scheme for a given
coefficient in the block.
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Fig. 12. Average correlation coefficient values for different quantization-based watermarking transforms using the test images Lena and Mandrill. (a) Theoretical
prediction Ef~�g. (b) Measured average correlation coefficient ~�. (c) Theoretical prediction Ef~�g. (d) Measured average correlation coefficient ~�.

B. Switching Table

We introduce the notion of a switching table in order to assign
a particular embedding method for a given coefficient. There is
a one-to-one correspondence between each element in and
each coefficient band. Specifically, the table is an 8 8 matrix
whose elements , , each have a binary value
{0, 1} with the following meaning.

If
Embed the watermark in the coef-

ficient band ( , ) using the spread
spectrum method
If
Embed the watermark in the coeffi-

cient band ( , ) using the quantiza-
tion-based method

In order to compare the robustness of both embedding strate-
gies objectively, we fix the energies of the resulting spread spec-

trum and quantization watermarks to be identical using the fol-
lowing empirical relationship:

(43)

where is the variance of the Gaussian spread spectrum wa-
termark and is the step size for quantization watermarking.

is the parameter for quantization embedding of (26).
For straightforward performance comparison, the expectation

of correlation coefficient between the original and extracted wa-
termarks is used as an objective measure of robustness. We let

, , be the expected correlation coefficient of the
original and extracted watermark in the coefficient band ( , )
using the spread spectrum method. The value of is computed
by (4), (21), (22) and (23) (for Case 1) or (24) (for Case 2) in
Section III-B, where is the index of the subchannel in the
column vector representation corresponding to coefficient band
( , ).

We let , , be the expected correlation coeffi-
cient for the quantization-based method. The value of
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Fig. 13. Watermark detection error probability values for different quantization-based watermarking transforms using the test images Lena and Mandrill.
(a) Theoretical detection error probability prediction. (b) Detection error rate estimated from the sample image. (c) Theoretical detection error probability
prediction. (d) Detection error rate estimated from the sample image.

TABLE I
HYBRID WATERMARK GENERATOR ALGORITHM

is calculated by (41) in Section IV-B with a crossover bit error
probability obtained from (40). Again is the index
of the subchannel in the column vector representation corre-
sponding to coefficient ( , ). Using these predicted measures,
the switching table is generated prior to embedding through the
following comparison:

If

If

If

(44)

C. Algorithm

Let be the image coefficient located at ( , ) in the th
block in the domain, be the watermark for ,

, where is the total number of 8 8 image
blocks. Let and be the embedding parameters satisfying
(43). The watermark signal sequence is independently
generated as shown in Table I to suit the characteristics of the
particular embedding strategy for each 8 8 image block co-
efficient. Spread spectrum watermark generation corresponding
to Case 1 is employed.
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TABLE II
HYBRID WATERMARK EMBEDDING ALGORITHM

TABLE III
HYBRID WATERMARK EXTRACTION AND DETECTION ALGORITHM

The watermark embedding and detection algorithms are de-
tailed in Tables II and III, respectively. It should be noted that
the switching table is generated according to the predicted be-
haviors of the spread spectrum and quantization-based methods
against perceptual coding. The switching table can be pre-com-
puted prior to the data embedding process, so the complexity of

calculating the switching table does not influence real time im-
plementation of watermark insertion and extraction algorithms.

In the next section, we justify our use of the models intro-
duced in Sections III and IV by verifying the improved perfor-
mance of our novel hybrid scheme in comparison to standard
spread spectrum and quantization-based methods.
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Fig. 14. The average sample correlation coefficient of (51) versus JPEG compression quality for hybrid watermarking. The dotted, dashed, dotted-dashed with
“+” and solid lines represent the results for the purely quantization-based method, purely spread spectrum method, our novel hybrid method in practice, and the
best hybrid results, respectively. (a) Using test image Lena. (b) Using test image Mandrill.

D. Simulations and Comparison

We present results for the two different test images used in
Section III-C. We set and then
from (43) to maintain imperceptibility of the watermark. The
JPEG compression quality factor is assumed to be known during
the watermark embedding process. The average sample corre-
lation coefficient of (51) discussed in Table III is computed to
measure the success of the watermarking scheme. The transform

is set to be the 8 8 DCT which provides the best perfor-
mance for spread spectrum watermarking (Case 1).

Fig. 14 shows the average correlation coefficient of our hybrid
algorithm compared to both the standard spread spectrum and
quantization-based algorithms for JPEG quality factor ranging
from 60 to 100 using the test images Lena and Mandrill. We see
that for a JPEG quality factor near 100, the plot of the average
correlation coefficient [given by (51)] of the hybrid algorithm is
close to that of the quantization-based algorithm because under
low compression conditions the host signal interference domi-
nates to give the quantization embedding a performance advan-
tage; the hybrid algorithm switches to the quantization-based
technique in all coefficient bands. Similarly, when the quality
level is less than 75, the hybrid algorithm tracks the spread spec-
trum method as the latter has superior performance. The solid
lines in Fig. 14 represent the best results of the hybrid algo-
rithm which corresponds to the situation in which the hybrid
algorithm switches to the best embedding method in all coef-
ficient bands. The best hybrid results are measured using the
switching table obtained from sample correlation coefficients
from the test image, and represent the best performance results
that hybrid algorithm can achieve. We can see that our hybrid
method in practice tracks the best hybrid results, which verifies
that the theoretically derived switching table nearly achieves the
optimal performance. The small numerical gap between our hy-
brid method and its best results, we believe, is because JPEG
compression involves casting float numbers into integers in the

pixel domain for the purpose of file storage, which inevitably
introduces another form of quantization noise not modeled in
our framework.

The hybrid algorithm is better than the other methods and
demonstrates the advantage of tailoring the embedding method
for each coefficient. This advantage comes at the cost of having
to know the JPEG compression level prior to watermarking.
Since watermark embedding occurs before compression in our
model, it is not always practical to know the degree of coding
prior to marking. We can relax this constraint by giving the em-
bedder freedom to assume a “reasonable” compression quality
factor and generate a fixed switching table. Fig. 15 shows the
comparison of our hybrid algorithm using the fixed switching
table with other algorithms. In Fig. 15(a), a fixed switching table
derived using a quality factor 95 is applied. Optimal perfor-
mance is achieved for a quality of 95, but the scenario is not
as ideal for other compression ratios. However, the overall re-
sult is still better than standard spread spectrum and quantiza-
tion algorithms if the JPEG quality is larger than 80. Similarly,
in Figs. 15(b) and 15(c), there is a performance degradation by
assuming an inaccurate quality factor, but the hybrid algorithm
still achieves greatest relative performance up to 15 of the es-
timated quality factor.

We have also conducted simulations to test the effect of
desynchronization of the watermark and compression trans-
form blocks. By this we mean that the 8 8 blocks are not
partitioned in the same way for the and domains; there
is a relative shift with the block partitioning. Fig. 16 shows
the simulation results of relative shifts in the block partitions
along rows and columns. We find that the hybrid algorithm
performance is far from optimal and is worse than the purely
spread spectrum quantization-based methods in the quality
factor range about 90. We believe this is because in the case of
desynchronization, the relative accuracy of the spread spectrum
and quantization-based method models deteriorates to produce
a switching table that is inaccurate.
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Fig. 15. Hybrid algorithm performance when switching table is fixed and derived from a given quality factor. (a) Assuming quality factor of 95. (b) Assuming
quality factor of 80. (c) Assuming quality factor of 65.

Fig. 16. Results for desynchronized 8� 8 blocks for watermarking and compression using the test image Lena. (a) A relative shift of (4, 4) corresponding to the
worst-case situation. (b) A relative shift of (2, 6).

E. Discussion

The process of quantization due to compression is modeled as
a parallel array of quantizers. For spread spectrum watermarking
where the watermark is added into the host image, the watermark
quantization model by Eggers and Girod is extended for correla-
tion coefficient analysis. For quantization-based watermarking,
the quantization error due to compression as well as the self
noise due to quantization embedding characterize the watermark
channel. Our selection of these models traded-off ease of anal-
ysis with practical performance which was evaluated through
simulations. Our use of the expected correlation coefficient mea-
sure aids in an improved hybrid algorithm design by permitting
the selection of an embedding strategy from the spread spectrum
and quantization-based methods for every coefficient.

In order to compare the performance of the watermarking
approaches in different domains and for different embedding
strategies, the watermark signal energy is held constant during
embedding. Therefore, the work as presented does not take into
account the different masking characteristics available for per-
ceptually-tuned embedding in the various domains. To include
this component to the work, we would need models of masking

characteristics such as just noticeable difference measures for all
the domains considered. Investigation of such visibility models
is beyond the scope of this work. However, many watermarking
algorithms used in practice employ PSNR as a measure of per-
ceptibility and could, therefore, make use of our results.

VI. CONCLUSION

This paper has analyzed the performance of two typical
classes of watermark embedding techniques in the presence
of compression. The expected average correlation coefficient
for data hiding is a function of the embedding process, the
transforms used for watermarking and compression, as well as
the statistics of the watermark and host signal.

Our findings show that use of spread spectrum watermarking
with a repetition code, and quantization-based embedding per-
form well when watermarking is applied in a “complementary”
domain to compression. Spread spectrum watermarking using
independent watermark elements works best when the same do-
main is employed.

For improved robustness to JPEG compression, we propose a
hybrid watermarking scheme that exploits the theoretically pre-
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dicted advantages of spread spectrum and quantization-based
watermarking to give superior performance.

Much of our analysis for image watermarking can be ex-
tended, in part, for video and audio embedding. However, the
differences in the signal and compression models must be taken
into account. Further research will attempt to extend the anal-
ysis to general multimedia watermarking.
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